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Do they change according to the season ?

yes yes yes no
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Segmented

Tree barks

Size constraints

Lack of 
representativity

[Lakmann, 1998]

[Porebski, 2014]

[Svab, 2014]

[Wendel, 2011]
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Ours [PlantClef, 2017]
+ Segmentation 
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Could we reduce the size without losing too much accuracy ?

[Bertrand, 2017]

[Boudra, 2018]
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Full texture 
descriptor

Full color
descriptor

ReductionReduction

Late fusion

Texture Color

𝑠𝑖𝑧𝑒𝑡 𝑠𝑖𝑧𝑒𝑐

𝑠𝑖𝑧𝑒𝑟𝑐 < 𝑠𝑖𝑧𝑒𝑐𝑠𝑖𝑧𝑒𝑟𝑡 < 𝑠𝑖𝑧𝑒𝑡

𝑠𝑖𝑧𝑒𝑟𝑡 + 𝑠𝑖𝑧𝑒𝑟𝑐 < 𝑠𝑖𝑧𝑒𝑡 + 𝑠𝑖𝑧𝑒𝑟

𝑡

𝑟𝑡

𝑐

r𝑐



Contribution: Late Statistics (1/3)
 Context > Datasets > Methods >  Experiments >  Conclusion > 

Efficient Bark Recognition in the Wild, VISAPP 20192/15/2019 14

Texture

• 𝐻𝑡 = ℎ1, ℎ2, … , ℎ𝑁ℎ
, full texture histogram

• 𝐻𝑡 is made of 𝑁ℎ ordered sub-histograms with 𝑠𝑖𝑧𝑒 ℎ𝑖 ≠ 𝑠𝑖𝑧𝑒(ℎ𝑗)

• 𝑉𝑠 𝑖 = 𝑠1, 𝑠2, … , 𝑠𝑁𝑠 , a vector of 𝑁𝑠 statistics

𝐿𝑆 ∶= 𝑙𝑎𝑡𝑒_𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑠

𝐻𝑡 ≔ 𝑡𝑒𝑥𝑡𝑢𝑟𝑒𝐻𝑡 𝑖𝑚𝑎𝑔𝑒𝑔𝑟𝑎𝑦
𝑉𝑠 ≔ 𝑎𝑙𝑙𝑜𝑐𝑎𝑡𝑒( [ 1, … , 𝑁𝑠 1, … , 1, … ,𝑁𝑠 𝑁ℎ

] )

Do for 𝑖 in (0, 𝑁ℎ − 1, 1)
𝑉𝑠 𝑖 ≔ 𝐿𝑆(𝐻𝑡[𝑖])

end for

𝑠𝑖𝑧𝑒(𝑉𝑠 𝑖 ) = 𝑠𝑖𝑧𝑒(𝑉𝑠 𝑗 )

𝑠𝑖𝑧𝑒 𝑉𝑠 𝑖 ≤ 𝑠𝑖𝑧𝑒(𝐻𝑡[𝑖])

Online
&

Offline

Ordered

Meaningful
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Texture

[Ratajczak, 2019]
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Texture

Ablation study - BarkTex

≠ Filter → ≠ Late Statistics

± 15%
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Color

Rare

Common

Cumulated Hue Histogram – visualization on Bark-101

Prior

Rare hues 
could be
merged

Low values

High values
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Color

On cumulated histogram - Train set

Let M be a correspondence matrix for add & shift operation
For each iteration 𝑖, 𝑀 𝑖 ≔ (𝑏𝑚, 𝑏𝑚1)

Test set

Image I

Hue 
Histogram

Quantized
Histogram

M

M is TBD for each dataset individually
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Color

Number of iterations ? Bark-101

N=150 → H30

N used for all bark datasets in
our experiments
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Experiments (1/3)
 Context > Datasets > Methods >  Experiments >  Conclusion > 

Less than 12 classes
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6 classes
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101 classes

Experiments (3/3)
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Extend proposed methods to multiple color spaces

Improved or achieved state-of-the-art accuracy on 4 datasets 
with up to two decades of gain in space

Demonstrated the need for future prospects on bark recognition

Evaluate algorithms on mobile devices

Future works
Released a new challenging dataset : Bark-101

Proposed 2 efficient reduction methods for texture and color 
components

Achievements
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